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Types of feasibility constraints

Feasibility comes naturally in two forms:

- Book-keeping constraints, typically inventory and conservation-of-flow
- Resource constraints

The first set is very useful, the second set a source of trouble.
The knapsack problem

maximize $\sum_{i=1}^{n} c_i x_i$

such that

$\sum_{i=1}^{n} w_i x_i \leq b$

$x_i \in \{0, 1\}, \quad i = 1, \ldots, n$

where:

c_i is the value of item i,
w_i its weight, and
b is the capacity of the knapsack.
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Inherently multi-stage (operational) models are models where all stages in principle are of the same type. Examples are production-inventory models, financial portfolio models and project scheduling.
What if the weights are random?
What if the weights are random?

- What is the inherent stage structure and how many stages are there?

We learn the weight of each item just before we decide whether or not to put it into the knapsack.

We learn the weight of each item just after putting it in.

We learn the weight of the full set of items just after we decide what items to put in.

The first two will normally lead to inherently multi-stage models, the third to inherently two-stage models.
What if the weights are random?

- What is the inherent stage structure and how many stages are there?
- Major question: When will we learn the weights?
What if the weights are random?

- What is the inherent stage structure and how many stages are there?
- Major question: When will we learn the weights?
  - We learn the weight of each item just before we decide whether or not to put it into the knapsack.
What if the weights are random?

- What is the inherent stage structure and how many stages are there?
- Major question: When will we learn the weights?
  - We learn the weight *of each item* *just before* we decide whether or not to put it into the knapsack.
  - We learn the weight *of each item* *just after* putting it in.
Random weights and stages

What if the weights are random?

- What is the inherent stage structure and how many stages are there?
- Major question: When will we learn the weights?
  - We learn the weight of each item just before we decide whether or not to put it into the knapsack.
  - We learn the weight of each item just after putting it in.
  - We learn the weight of the full set of items just after we decide what items to put in.

Stein W. Wallace
Feasibility in stochastic programming
Random weights and stages

What if the weights are random?

- What is the inherent stage structure and how many stages are there?
- Major question: When will we learn the weights?
  - We learn the weight of each item just before we decide whether or not to put it into the knapsack.
  - We learn the weight of each item just after putting it in.
  - We learn the weight of the full set of items just after we decide what items to put in.
- The first two will normally lead to inherently multi-stage models, the third to inherently two-stage models.
Inherently two-stage models

1. We may require that the chosen set of items always fits into the knapsack.
Inherently two-stage models

1. We may require that the chosen set of items always fits into the knapsack.

2. We may list the items in a certain order and pick them up until we come to one that does not fit. Then we stop. (So the decision is the list.)
Inherently two-stage models

1. We may require that the chosen set of items always fits into the knapsack.

2. We may list the items in a certain order and pick them up until we come to one that does not fit. Then we stop. (So the decision is the list.)

3. We may do as above, but if a later item fits (as it is light enough) we take it.
Inherently two-stage models

1. We may require that the chosen set of items always fits into the knapsack.
2. We may list the items in a certain order and pick them up until we come to one that does not fit. Then we stop. (So the decision is the list.)
3. We may do as above, but if a later item fits (as it is light enough) we take it.
4. We may list the items, and keep adding items until we have added an item that did not fit. We then pay a penalty for the "overweight".
Inherently two-stage models

1. We may require that the chosen set of items always fits into the knapsack.

2. We may list the items in a certain order and pick them up until we come to one that does not fit. Then we stop. (So the decision is the list.)

3. We may do as above, but if a later item fits (as it is light enough) we take it.

4. We may list the items, and keep adding items until we have added an item that did not fit. We then pay a penalty for the "overweight".

5. We may pick a set of items, such that if the items do not fit into the knapsack after we have learned their weights, we pay a penalty for the total overweight.
Inherently two-stage models

1. We may require that the chosen set of items always fits into the knapsack.
2. We may list the items in a certain order and pick them up until we come to one that does not fit. Then we stop. (So the decision is the list.)
3. We may do as above, but if a later item fits (as it is light enough) we take it.
4. We may list the items, and keep adding items until we have added an item that did not fit. We then pay a penalty for the "overweight".
5. We may pick a set of items, such that if the items do not fit into the knapsack after we have learned their weights, we pay a penalty for the total overweight.
6. We may pick a set of items of maximal value so that the probability that the items will not fit is below a certain level.
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But what if we want to pick the items one by one and then continue as long as there is still room?

- This will most likely lead to a very hard multi-stage model.
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Instead, use penalties to represent resource constraints, if necessary with very high penalties, but not $\infty$. 
Two-stage model

\[
\max \sum_{i=1}^{n} c_i x_i - d \sum_{s \in S} p^s z^s
\]

such that

\[
\begin{align*}
\sum_{i=1}^{n} w^s_i x_i - z^s & \leq b & \quad \forall s \in S \\
z^s & \geq 0 & \quad \forall s \in S \\
x_i & \in \{0, 1\} & \quad 1 = 1, \ldots, n
\end{align*}
\]

where \( d \) is the unit penalty for overweight. We call this a \textit{penalty formulation} since it can be replaced by

\[
\max_{x_i \in \{0, 1\}} \sum_{i=1}^{n} c_i x_i - d \sum_{s \in S} p^s \left[ \sum_{i=1}^{n} w^s_i x_i - b \right]_+ 
\]

where \([x]_+\) is equal to \( x \) if \( x \geq 0\), zero otherwise.
Chance constrained formulation

\[
\begin{align*}
\text{max} & \quad \sum_{i=1}^{n} c_i x_i \\
\text{s.t.} & \quad \sum_{s \in W(x)} p^s \geq \alpha \\
& \quad W(x) = \{ s : \sum_{i=1}^{n} w_i^s x_i \leq b \}
\end{align*}
\]

where \( \alpha \) is the required probability of feasibility.

Note that this model (as the worst-case model) is sensitive to parameters. It depends seriously on the worst-case weights.
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